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  Direction of arrival (DoA) approaches are now used in a wide range of applications, from classic wireless communication 
systems  and rescue operations to GNSS systems and drone monitoring in public and private events. Unmanned Aerial 
Vehicles (UAVs) have been a major source of worry for airspace control agencies and the military in recent years because 
to potential terrorist strikes and criminal operations. In 2015, there were over 900 incidents between drones and planes in 
the United States , while in April 2016, an unmanned aerial vehicle (UAV) approached a plane landing at London's 
Heathrow airport .  
In 2016, four drones infiltrated Dubai International Airport, one of the busiest in the world, disrupting landings and take-
offs and triggering an outage. In October 2017 in Canada, the first reported collision of a drone and a commercial airplane 
has occurred  and, still in 2017, an UAV invaded the Congonhas airport, Brazil, causing an estimated loss of approximately 1 
million Reais due to the interruption of its services . Most recently, in December 2018 a total of 155 flights have been 
canceled and about 10 thousand passengers have been disrupted by drones flying over one of the UK’s busiest airports, 
the Gatwick Airport .  
 
In addition, and show cases of drones in football stadiums, threatening the fans safety. As shown before, these vehicles 
can, by carelessness, cause millions in losses. Therefore, recently police forces and security companies have drawn their 
attention to drone tracking devices in order to provide the safeness of citizens and clients. In this sense, the development 
of low-cost devices for drone tracking is fundamental to fit such demands. In order to detect the presence of drones and to 
track them, there is a variety of mechanical, optical or antenna array-based solutions in the market. For instance, the 
mechanical solution in detects a drone within 3 km for targets up to 55 cm in diameter, and classifies the model of the 
drone within 1.1 km.  
 
The position accuracy (azimuth) in is 1. In, a rechargeable portable drone tracking device can detect and indicate the 
direction of a drone in a 360_ azimuth even with weak Line of Sight (LoS) component. The device in allows the 
communication with other devices by using an Application Programming Interface (API) framework. No technical 
information and patent about the principles behind the device in and its DoA accuracy are provided.  
 
In an antenna array-based system is shown to detect with a 1 km range and with 1 accuracy or with a 7 km range and with 
3 accuracies. In an application has been proposed for drone detection. According to the developers, the app has an 
average range of 106 meters. The system allows the detection of almost 95 % of all types of drones. However, the solution 
does not indicate the position or the direction of the drone.  
In a square shaped 16 element antenna array is connected to switches so that a four channel SDR can select four antennas 
at each side of the square, allowing a 360 DoA estimation in outdoor environments. Each side of the square performs a 
azimuth estimation.  
 
According to the authors, three Yagi antennas were used as sources at specific points, and maximum DoA error of 5  is 
achieved. No information is provided about the real distance between the sources and the receive array. In  DoA 
estimation using an electronically steerable parasitic array radiator (ESPAR) with 12 parasitic elements and one active 
monopole is performed for wireless sensor network (WSN) applications. The authors calibrated the ESPAR array using an 
anechoic chamber. Since the main subject of is the calibration, no measurement outdoor or indoor campaigns are 
performed by the authors. 
 
In a four element of quasi-Yagi antenna array system is applied for DoA estimation using the MUSIC algorithm, whereas the 
Minimum Description Length (MDL) criterion is used to estimate the amount of multipath components. Only two 
measurements are performed for two specific positions showing an error of 1
  
 
 
 

1. Introduction 



 

  

No information is provided about the experimental scenario. In several DoA estimation techniques are compared 
considering a horizontal uniform linear array (ULA) with 12 elements inside an anechoic chamber. The measurements were 
conducted varying the DoA from -20 to 20  in steps of 4
. The DoA estimation errors were smaller than 2
. The Min-Norm approach MUSIC [15] although it has a higher standard deviation. Finally, in [56], the authors developed 
system using five-port reflectometers, that allows to simultaneously measure the DoA and Time of Arrival (ToA) of coherent 
and incoherent signals, connected to seven quasi-Yagi antennas, with one reflectometer for each antenna.  
The MUSIC algorithm is applied for the DoA estimation, providing an error of 2 for one source and 0,5 for two sources. The 
measurements were performed in a non-reflective environment.  
In this dissertation, it is proposed a low-cost antenna array-based drone tracking device for outdoor environments. To the 

best of our knowledge, there is no state-of-the-art low-cost off-the-shelf antenna array-based device applied to drone 

tracking. The drone tracking is a challenging task due to the several possible modulation schemes for the data transmission, 

propagation phenomena, such as multipath components, and the possible long operational 

distances. In the next chapter, the simplified state-of-the-art antenna array-based solutions for DoA estimation in the 

literature is detailed.  

The device proposed is divided into hardware and software parts. The hardware part of the proposed device is based on off-

the-shelf components such as an omni-directional antenna array, a 4 channel Software Defined Radio (SDR) platform, a 

FPGA motherboard, and a laptop.  

The software part includes state-of-the-art algorithms for model order selection (MOS), pre-processing and DoA estimation, 

including others specific pre-processing and calibration steps in order to remove random errors and increase the DoA 

accuracy. The state of- the-art algorithm Exponential Fitting Test (EFT) [6] is used for MOS. For pre-processing schemes, 

Spatial smoothing (SPS) [9], Forward Backward Averaging (FBA) [10, 11] and Vanderdoes Invariance Transformation (VIT) 

[12] are used. And finally, the DoA estimation used the Delay and Sum [13], Minimum Variance Distortion-less Response 

(MVDR) or Capon’s beamformer [14], Multiple Signal Classification (MUSIC) [15] and Estimation of Signal Parameters via 

Rotation Invariance Techniques (ESPRIT) [16] algorithms. This work also makes a comparative approach between several 

MOS algorithms in order to choose the winner, which is used in the proposed device. Additionally presents individual results 

of improvement brought by each preprocessing algorithm and its influence on the accuracy of the DoA estimation.  

To build a product, it is necessary to prove the feasibility of it. The frequencies used for communications by the UAVs in the 

market are very important in order to select the frequency range or the array to be used. In Survey research, presented in 

Table 1.1 selected a variety of popular companies and manufactures of UAVs and its three most highlighted models for 

amateur or professional civilian use. Some companies have ’-’ as model name, that means the company have only one or 

two models. Note that the most used frequencies are 2.4 GHz followed by 5 GHz. Therefore, the experiments of this 

dissertation, and the previous one [57], are focused on 2.4 GHz and 5.8 GHz, respectively. An additional contribution of this 

work is to provide the complete configuration of the Pixhawk controller for beginners. This configuration is important for 

future researchers to be able to continue work using UAVs and can be found in Attachment A. Building the array of 

antennas with low-cost hardware is a challenging proposition, since it deals with difficulties such as mutual coupling, phase 

calibration and hardware problems. In the remainder of this work is described each of these problems and the proposed 

solutions.  

This thesis is divided as follows: Chapter 2, the formulation problem and data model is presented. Next, in Chapter 3, is 

presented the review of State of the Art for Model Order Selections Schemes and Direction of Arrival methods that are used 

in the proposed device. Then, in Chapter 4, it is proposed a low-cost antenna array-based drone tracking device for outdoor 

environments, including a complete description of the hardware and software, and the steps involved for assembling, 

calibration, and signal processing. In Section 5, the proposed solution is validated by means of measurement campaigns in 

an outdoor scenario 3 

 



 

  

 



 

  

We assume d far filed sources transmitting narrow-band signals. These planar wavefront signals impinge 
over a receive antenna array with M omni-directional elements uniformly and linearly disposed. 

2. Problem formulation and data model 

 

 

Figure 2.1: Formulation problem presenting the Uniform Linear Array with with M antennas 
and drawing impinging signals from an Unmanned Aerial Vehicle 
The space _ between two adjacent antennas is equal to _ 2 , where _ is the wavelength of the 
carrier signal as presented in Fig. 2.1.  
The received signals at the antenna array can be written in a matrix fashion as follows:  
 
 
                         
 



 

  

 



 

  

3.Literature Review 
 
In this chapter are presented all the methods used to construct the proposed low cost antenna array based 
drones tracking device for outdoor environments. First of all, in Section 3.1 the Model Order Selection (MOS) 
schemes, which define the number of UAVs present in the scanned airspace and are a requirement for some 
DoA schemes, are described. Next, to provide improved accuracy in DoA schemes, preprocessing algorithms 
are presented in Section 3.2. Finally, in Section 3.3 the best-known DoA literature schemes are reviewed. 
 
3.1 Model Order selection methods 
 
One of the prerequisites for proper operation of the proposed device lies in a good selection of the matrix X 
obtained from the array. In other words, the noise only case needs to be avoided. One of the ways of this 
selection is by estimating the order of the model. Concluding, the device only calculates the Direct of Arrival 
(DoA) if it is in the presence of a signal. In addition, several DoA estimation algorithms depend on the 
knowledge of the model order. In the real world we do not know how many signals are arriving in our receiver 
array, so several techniques were proposed in the literature in order to estimate this number of sources. It 
can be classified as eigenvalues or subspace based and are usually called model order selection (MOS) 
techniques. In this chapter, the used methods are described, and the results of this techniques are drawn in 
Chapter 5.  
 

3.1.1 Information Theoretic Criteria 
 
Akaike’s Information Criterion (AIC) [1], Minimum Description Length (MDL) [2] and Efficient Detection 
Criterion (EDC) [3] have similar expressions with different penalty functions. Therefore, they are classified as 
Information Theoretic Criteria (ITC). Due to the contribution in [111], that give a good performance with the 
expression for AIC and MDL, they are referred and used as benchmarks. A general expression is used in ITC 
methods and is given by 
 



 

  

 



 

  

Note that AIC, MDL, and EDC are divided in two parts. In the first part, the log-likelihood criterion function does not 

change, whilst the second part the penalty function (3.3) changes with the method. The result of the influence on 

eigenvalues made by increasing P causes the first part of the criterion to decrease but at the same time the second 

part to increase. Therefore, we vary P, in order to find the value that minimizes the AIC(P) and MDL(P). Then, the 

estimated number of sources is defined by ^ d = arg min P [MDL(P), AIC(P) or EDC(P)]. 

 



 

  

3.1.4 Exponential Fitting Test 
 
The EFT [6] is based on the approximation that the profile of the ordered noise eigenvalues have an exponential 
behavior. The profile a (M;N) can be expressed as 

where PR[.] is the probability operator. Note that the thresholds are obtained by Monte Carlo 

simulations carried out in the only-noise scenario following the steps in [6] and by choosing the 

following amount of realizations 

 



 

  

 

 



 

  

 

3.2.2 Forward Backward Averaging 
 
One of the most commonly used preprocessing schemes, the Forward Backward Averaging (FBA) [10, 11] is 
used in a wide range of DoA methods. It effectively doubles the data consequently, improving the variances 
of the estimators. As other methods, FBA has requirements to be valid, such as samples be taken in a 
geometry that is also reversible, arrays must be centre-symmetric and the properties of the process under 
consideration be approximately 



 

  

 

 



 

  

 



 

  

 

 



 

  

 

 



 

  

 
4.Low-cost antenna array-based drone 
tracking device and Framework 
 
In this Chapter was detailed the proposed low-cost antenna array-based drone tracking 
device. In Section 4.1, the steps for the hardware calibration are described. The calibration 
ensure all the four channels of the SDR are in phase, allowing the DoA estimation. In Section 
4.2, it was presented the assembling of the components of the hardware of the proposed 
drone tracking device. In Section 4.3, a signal processing framework performed for DoA 
estimation was proposed. 
 
The hardware components needed to build the low-cost drone tracking device are described 
in Table 4.1 and illustrated in the Fig. 4.1. 
 
Table 4.1: List of hardware components used to build the low-cost drone tracking device 

 

 



 

  

  

 

4.1 Hardware assembling for the calibration 
 
One of the big problems on practical antenna arrays is phase imbalance between the inputs of the SDR. 
This problem may be caused by hardware imperfection such as different lengths of the cables and tracks, 
multipath, different time of start on the oscillators or even by simple imperfections on manufacturing. The 
hardware vendor provides a software [17] 



 

  

 

for clock synchronization of the local oscillator. However, this software does not perform phase calibration. 

This problem can be solved by a filter that multiplies the signal received by an exponential of the negatived 

phase error. This phase error is obtained measuring the difference of phase between the inputs of an arrived 

signal that is sent from a TX output, coming through a power divider with four output signals with the same 

power and four cables of equal length. The mathematical approach will be explained in Subsection 4.3.1. In 

order to perform the phase calibration, first the hardware components are assembled according to Fig. 4.3. 

Note that the SDR transmits a signal from one channel and receives it in four channels that should be 

calibrated, such that all receive channels are in phase. 

Figure 4.3: Assembled components for the hardware calibration of four receive channels. The components are a 

microprocessor (uProc) and FPGA motherboard, a SDR, a power divider and cables.  

As shown in Fig. 4.3, the SDR [30] with two AD9361 [116] is connected to a microprocessor and FPGA motherboard 

[31], that configures the SDR and transmit the SDR data to PC through the UTP cable. Note that the cables [33] for 

calibration should have the same length. Moreover, a power divider component [32] is included in order to lead the 

signal to the four receive channels at the same time, and to reduce the power of the transmitted signal to avoid 

damaging. 



 

  

4.2 Hardware assembling for the drone tracking measurement 

campaign 

After the hardware has been calibrated, the next step is to assemble it in order to perform the measurements. The four 

elements omni-directional antenna array is connected to the calibrated hardware composed by the FPGA motherboard 

and SDR daughterboard according to Fig. 4.4. Each antenna is dual band (from 2400 MHz to 2483.5 MHz and from 4900 

MHz to 5875 MHz) [18] and has linear polarization with 3.7 dBi of gain. The space  between two consecutive antennas 

is equal to 59:9 mm. 

4.3 Signal Processing Framework structure 
 
This section is divided in three subsections. Subsection 4.3.1 explains the mathematical approach of 
the hardware calibration of Section 4.1. Then, Subsection 4.3.2 draws the importance of the filtering. 
In Subsection 4.3.3 a sample selection approach for DoA estimation by automatic phase deviation 
detection is proposed, whereas in Subsection 4.3.4 it is presented the DoA estimation framework 
exploiting pre-processing techniques, model order selection schemes and DoA estimation 
approaches. Fig. 4.5 depicts the flowchart of proposed signal processing framework solution for DoA 
estimation.  

 

 
Figure 4.4: Proposed low-cost antenna array-based drone tracking device with 4 element ULA 

and a 4 x 4 MIMO SDR 



 

  

 
As shown in Box 2 of Fig. 4.5, the phase deviation correction proposed on Subsection 4.3.1 returns a matrix Xc that 

is used in the filter box from Subsection 4.3.2, in order to get an improved data. The returned Xcf is now used in 

sample selection scheme of Subsection 4.3.3, such as it returns Xcfs that is used for pre-processing schemes and 

DoA estimation in Subsection 4.3.4. 

 

4.3.1 Phase Deviation Correction 

As explained in Section 4.1, several problems may cause phase imbalance. Here it is presented the mathematical 

approach in order to find the compensation vector such that it corrects the phase shift. 



 

  

 

4.3.2 Band-Rejection Filter 

In Chapter 2, the noise is assumed to be Complex Valued Circularly Symmetric Gaussian and identically and 

independently distributed (i.i.d.). The EFT relies on these properties of the noise. Due to extremely low values of the 

Pfa presented in Appendix A, the noise behavior is analyzed. 

 According to Fig. 4.6, the Power Spectrum Density (PSD) is not flat, implying that the noise is time correlated. Note 

that the hardware inserts a specific noise at 1 MHz. Therefore, and according to third box of Flowchart 4.5 to 

remove this specific noise a band-rejection filter should be applied at that frequency. 

4.3.3 Selection of samples and Matrix X 

 In order to avoid the unnecessary computational load, when there is no signal present the framework starts a 

new capture without execute the pre-processing and DoA algorithms. This selection is made by checking the 

Model Order given by the MOS schemes as presented in Fig. 4.5. Before starting the processing by the pre-

processing and DoA algorithms, the authenticity of the data must also be checked. Therefore, if exists a signal 

present, the captured matrix X is passed to the sampling selection that is explained in this subsection. 

 As exemplified φ in Fig. 4.7, it is empirically observed that the hardware causes phase 



 

  

 

Figure 4.6: Power Density Spectrum of the noise only case for each antenna.  

deviations on the samples in random time instants. Therefore, an approach to select the samples with phase 

deviations for the DoA estimation is proposed. Note that the phase compensation proposed in Subsection 4.3.1 

has been applied on the samples, whose phases are depicted in Fig. 4.7. Furthermore, note that there are 

significant deviations that can degrade the DoA estimation process. As shown in Fig. 4.8, such ripples can be better 

visualized by computing the phase difference in the time dimension according to the following expression 

 



 

  

 

 

Figure 4.7: Phase of the received data in each antenna. An example of phase deviation region 
is highlighted in the zoom area. 
removed. The result after the samples removed is presented in the following equation 



 

  

 

4.5. 
In the box 4 from Fig. 4.5, the Exponential Fitting Test (EFT) [20, 6] was adopted as the model 
order selection scheme. The EFT has the deflation properties that allows to find suitable 
thresholds as a function of the Probability of False Alarm (Pfa). By exploiting the deflation 
property and by finding suitable thresholds, the EFT has been the only scheme in the literature 
to estimate d = 1 in the presence of a strong LOS signal and d = 0, in the noise-only 
measurements. Several schemes were compared in the literature such as Akaike Information 
Criterion (AIC) [1], Efficient Detection Criterion (EDC) [3], Minimum Description Length (MDL) 
[2], Stein’s unbiased risk estimate (SURE) [4], RADOI [5], Estimation Error (ESTER) [7] and 
Subspace-based Automatic Model Order Selection (SAMOS) [8]. The M-EFT [20, 6, 21] has 
been also suitable, but a smaller Pfa was required to find the thresholds. The calculus of the 
thresholds of the EFT requires an extremely low Pfa. Such calculus is computationally 
prohibitive. Therefore, in Appendix A it is proposed an extrapolation algorithm to compute 
such thresholds. Note that our proposed extrapolation algorithm has been applied in [22, 23, 
24], although no details are provided in these works. Note that the reason for extremely low 
Pfa may be related to the colored noise behavior presented in 
 
Subsection 4.3.2. 
In order to further improve the accuracy of DoA estimation, pre-processing schemes can 
be applied beforehand. In this work the Spatial Smoothing (SPS) [9, 25], Forward Backward 
Averaging (FBA) [10, 11] and Vander mode In variation Technique (VIT) [12] were used as 
pre-processing schemes. The box 6 from Fig. 4.5 is now enlarged in Fig. 4.9 in order to 
best describe the pre-processing step. After that, a matrix Z is returned and used by the DoA 
methods summarized in Section 3.3. 

 



 

  

 



 

  

5.1 Experimental Setup 
 
In Figure 5.1(a), it is depicted the outdoor scenario used for the measurement campaigns. 
On the right side, was placed the drone tracking device proposed in Section 4 as the receiver, 
while, on the left side, the transmitter is placed. The transmitter, that simulates an UAV, is a 
2x2 MIMO SDR platform ASPR4 [26], with 50 MHz to 6.0 GHz, a channel bandwidth of 
200 kHz to 56 MHz and max power of 10 dBm at each output port. The center frequency of 
both transmitter and antenna array-based receiver was set at 2.48 GHz. 
As shown in Figure 5.2, the distance between the transmitter and the receiver is 48 m. 
Both transmitter and receiver are on tripods 115 cm above the ground. Note that the red “X” 
in Figure 5.2 is the location from where the photo in Figure 5.1(a) has been taken. 
The transmitter was setup using a MSK message signal to verify that the device functions 
properly. The transmitted symbols are pseudo random sequences with 1024 bits, a header 
0xFFFF and a footer 0x0000. The proposed drone tracking device was setup to a 1 MHz of 
bandwidth, 3 MHz sampling frequency, 2:48 GHz carrier frequency, 500 kpbs data rate and 
5120 samples. 
As shown in Figure 5.2, the transmitter is fixed, and the receiver rotates from +90_ to 
-90_ in steps of 10_. Note that this step is done manually, so the estimated DoA may be 
biased due to inaccuracies of the operator controlling the rotation, or even printing error in the 
paper-based protractor presented in Figure 5.1(b). 

5.Results 
 
In this Chapter, the proposed drone tracking device with measurement campaigns in an outdoor 
scenario, is validated. In Section 5.1, the setup for the measurement campaign is described, while, 
in Section 5.2, 5.3, and 5.4, are presented the results for the filter, MOS and DoA respectively. 

 



 

  

 

5.2 Band-Reject Filter Results 
 
As presented in the Subsection 4.3.2, it is important to filter the received signal in order to obtain a 
Gaussian behavior. In Figs. 5.3 and 5.4, it is depicted the histogram for antenna 1, 2, 3 and 4, with and 
without the filtering. The improvement with the filter is noted with the Gaussian behavior presented 
in Fig. 5.4 with the data after filtering. 



 

  

 

 



 

  

 

Figure 5.4: Histogram of the filtered noise only case for each antenna. 



 

  

 

3 MOS Results 
 
The Model Order Selection (MOS) schemes are very important on High Resolution Signal 
Processing as well in our proposed device. As explained in Subsection 4.3.3 and 4.3.4 the 
MOS is used for DoA schemes and to select a data frame that would be processed in order 
to avoid unnecessary data processing if the signal source is not present. The third block of 
Flowchart from Fig. 4.5 give the matrix Xcf which is used by MOS schemes. 
Two experiments to test the MOS schemes were done. The first experiment used a transmitter 
2x2 MIMO SDR platform ASPR4 [26] with max power of 10 dBm, which transmit a 
known signal continuously. In the other hand, the second experiment try to be more realistic 
and, as presented in Table 1.1, a signal transmitted by an UAV uses WiFi to communicate 
with the controller and can be simulated by any router, was used [27]. Other advantage of 
the second experiment is the noise case only, with no sources. These experiments used only 
one transmitter, so the model order must be always one when a signal is present. 
In order to become easier to see, the results is divided into two images for each experiment  
campaign is presented in Fig. 5.5 and the second experiment is 
presented in Fig. 5.6, with the behavior of the methods presented in Section 3.1. Note that 
the first two figures contain the power and eigenvalues, in addition to the figures with the 
MOS results. With these two images it is possible to see the behavior over time and compare 
when a signal is received and when there is only noise. 



 

  

 

Figure 5.5: First experiment to calculate the MOS by schemes from 3.1 using an ASRP4 [26] as 
transmitter. 

 



 

  

 



 

  

Figure 5.6: Second experiment to calculate the MOS by schemes from 3.1 using a router [27] as 
transmitter. 
 
Except for SAMOS [8] and ESTER [7], the Xcf has 5120 samples. The computational processing of 
Singular Value Decomposition (SVD) is very prohibitive for large matrices, therefore, was used a matrix 
Xcf 2 C4_1000 matrix for SAMOS and ESTER. 
 
Despite some minor errors, the EFT using the proposed thresholds from Appendix A has the best 
performance based on the fact that the recognized number of sources was one. The Radio with 
discriminant approach also stands out at the point where in presence of a signal it recognized the best 
amount of frames. However, as presented in the Fig. 5.6(d) of the second experiment, in the noisy 
case only it detects the wrong number of sources. 

 



 

  

5.4 DoA Results 
 

 

 

 



 

  

 

 



 

  

 

 



 

  

 

6. Conclusion 
 
Over the last years, Unmanned Aerial Vehicles (UAVs) have been a major concern of airspace control 
bodies and military due to terrorist attacks and illegal activities. Therefore, recently police forces and 
security companies have drawn their attention to drone tracking devices in order to provide the 
safeness of citizens and clients. Consequently, applications of direction of arrival (DoA) techniques 
have dramatically increased in various areas. In this sense, the development of low-cost devices for 
drone tracking is fundamental to fit such demands. 
 
In this thesis, was proposed a low-cost antenna array-based drone tracking device for outdoor 
environments. The proposed solution is divided into hardware and software parts. The hardware of 
the proposed device is based on off-the-shelf components such as an omnidirectional antenna array, a 
power division component, four SMA cables, a 4 channel SDR platform with 70 MHz to 6.0 GHz, a 
FPGA motherboard and a laptop. The software part includes state-of-the-art algorithms for model 
order selection (MOS), pre-processing and DoA 
estimation. The performance of the proposed low-cost solution was evaluated in outdoor scenarios. 
According to our measurement campaigns, it is shown that, when the transmitter is in the front fire 
position, i.e., with a DoA ranging from -60_ to 60_, the maximum and the average DoA errors are 6_ 

and 1,6_, respectively. Our proposed off-the-shelf solution costs less than 2 % of commercial solutions 
in [28] and [29]. This work also makes a comparative approach between several state-of-the-art MOS 
algorithms in order to choose the method with best performance, which is used in the proposed 
device. Despite some minor errors, the state-of-the-art EFT [6] algorithm, using the proposed 
thresholds from Appendix A, had the best performance and was used for MOS. Additionally, presents 
individual results of improvement brought by each pre-processing algorithm and its 
influence on the accuracy of the DoA estimation. It was proved that the DoA methods have a 
better accuracy with all the pre-processing schemes such as FBA [10, 11], SPS [9] and VIT 
[12], used in combination with each other. 
  
One of the big problems on practical antenna arrays is phase imbalance between the in- 



 
puts of the SDR. The presented calibration process aims to solve this problem. Due to minor random 
errors caused by the hardware, was also included others specific pre-processing steps in order to 
remove the data disturbed, the colored noise and consequently increase the DoA 
accuracy. 
The DoA estimation used the Delay and Sum [13], CAPON [14], MUSIC [15] and ESPRIT [16] 
algorithms, and their accuracy was measured. The DoA methods basically had similar performance, 
however, ESPRIT spends more computational load. Without preprocessing, MUSIC was the one with 
the highest variance and the worst measured error. 
It was also proved that it is highly possible to detect the direction of an UAV with an array of 
antennas built with low-cost hardware and without concern about complex issues such as mutual 
coupling or calibration in environments with optimal conditions. It is clear that some improvements 
can be made, such as to use a more realistic noise model given the low Pfa, and to use some 
electronic instrument to allow bias reduction, as shown in Section 
 
5.1. However, for our motivation, UAVs can be detected with good accuracy in the range of -60 to 
+60 degrees. 
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